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Abstract

In this paper, design and VLSI Implementation of an Early
Branch Prediction (EBP) circuit, based on a vanation of
Carry Look-ahead scheme is presented. The key features of
this design are low area, high speed (2 flog w2 + 1), and
high modularity. This design out performs all the EBP
designs presented so far. For 64-bit word length the early
branch prediction is obtained in 679 ps as simulated for 0.2-
um technology under typical conditions. Simulation and
layout results for 0.2-um CMOS technology show a 30%
increase in speed with 25% decrease in area as compared, to
recently published results.

1. Introduction

Handling of the conditional branches is an important
issue in high-performance computer design. Conditional
branch instructions create a “critical path” in many
processors. The reason is that the evaluation of the
condition (true or faise) takes additional time in addition to
the execution of branch instruction. Many attempts were
made for the early branch prediction (EBP) [1,2,5,6,8].
Recently, David et. al. [1] have proposed a circuit based on
Prefix-And method. They claim it as the fastest possible
circuit, with a delay of log n+3 (where n is the number of
bits).

In this paper, we propose a new scheme for EBP which
requires a delay of 2 [log n/2] + 1, with minimum
hardware. In this design only one circuit is used to evaluate
the Greater than (GT), Less than (LT) and Equal to Zero
(ETZ) conditions. In all the EBP presented so far, one
circuit is used for the evaluation of GT and LT condition
each, and a separate XOR-AND tree for the evaluation of
ETZ condition. In order to make a fair comparison between
the proposed circuit and a recently published design [1] the
two circuits were laid-out in a single chip for comparison
purposes.
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2. Architecture

Let A = (a,., ..., ag) and B = (b,.,, ..., by) be the two
operands to be compared, with a,; and b, be the sign bits.
The three conditions to be tested are A>B (GT). A<B (LT).
and A=Z (ETZ). The conditions A>B and A<B can be
evaluated by subtracting B from A and looking at the carry
out of the result, and the sign bits of A and B (see Table I).
The detection of carry out signal requires the delay of a
carry-propagate adder.

In this paper we have used a modified Carry Look-ahead
scheme. It is based on the fact that the carry generated (G)
at bit position i (G;=a;®p;, where ® is the AND
operation) can be dropped in the computation of the group

carry, if the two input bits at any position j (j > i) are zero.
We call this function NZ (no zero), and it’s value at bit

position i is, NZ; = a; + b; , where + is the OR operation.

A, B, Condition

0 1 A>B

1 0 A<B

0 0 A2B if C,= I, else A<B
1 1 A2B if C,,= 1, else A<B

Table 1. Detection of A2B, and A<B, based on An-1, Bn-1,
and Cout.

Since, the functions G; and NZ; (i= n-1 to 0) can be
generated simultaneously from A and B, the group carry
Cour can be computed in 3 logic levels (if there is no
limitation on fan in/out).

Cgu, = NZ,,.[' ...... .NZZ’NZ].G() +NZ,,., o ...
+ Gn-l (1)

Using NZ and G functions we can evaluate ETZ
condition as follows:
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3. Circuit Design

Based on (1) and (2) a circuit (as shown in Fig. 1) has
been designed for the detection of C,, and ETZ condition.
Due to fan in/out limitations the circuit has been designed
for four bits only. The C,,, (group carry) is produced in 3-
gate delays without any Xor gate or tri-state buffer as
required in [1,2,3]. The NZ,, (group not zero) is produced
after 2-gate delays while the ETZ,, (group equal) is
produced in 3-gate delays with hardware cost of two And
gates. The evaluation of A>B, or A<B, based on a,.;, by,
C,u and A=B, requires a delay of two more additional Xor
gates for all methods [1].

Fig-2 shows the transistor level implementation of Fig-1.
In this circuit only n-transistors with CMOS inverters are
used [6]. The CMOS inverters not only shift the threshold
voltage, but also drive the capacitive load. The cascading of
the 4-bit circuit for 16-bit is shown in Fig-3.

Fig. 1. Schematic diagram of the 4-bit fast carry and equal
to detector.
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Fig. 2. Transistor level schematic diagram of the 4-bit fast carrv and equal to zero detector.
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Fig. 3. Cascading of 4-bit fast carry and equal to modules to obtain 16-bit module.

4. VLSI Implementation

The VLSI implementation (layout) was done in order to
compare the chip area required by [1] and the proposed
circuit, and to obtain more realistic parameters (parasitic)
for accurate HSPICE simulation. The complete chip layout
is shown in Fig. 4. The simulations on the extracted layout
using HSPICE for the case A=11111111, B=0000000x
(bo=1/0), and C;, = O are presented in Fig. 5. The delay and
area of the two circuits are shown in Table 2. The
simulations are performed for 2-um n-well CMOS
technology with a 2.5V supply, and at 25°C. The
simulations show a 30% increase in speed and 25%
decrease in area. It should be noted here that in [1] the
circuit for the ETZ is not included.

Circuit Area Dela
m 417ux618 1.04
Propose 402ux509 0.78

Table 2. Area and delay (with pad frame) of the chip for 8-
bit operands.
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5. Comparison

Comparisons of the cost and delay of the four algorithms
for the detection of C,, has been made by [2]. We have
used the same criteria and values, to compare our design
with the existing designs. Table 3 shows the asymptotic
analysis, and Table 4 shows the analysis for n<64. We have
also simulated our design for n = 4, 16, 32, and 64 bits, the
simulation results are presented in Table-5. The simulations
are performed for 0.2-um technology, with 2.5V supply and
25°C. These results show a 64-bit carry generation in
679ps.

Method Delay Gates
Carry- 2logn+1 5n-3
Brent log n + O(flogn ) <Tn
Bit prefix-and logn+3 <Tn
Group prefix- logn+3 5n-4
Proposed Alog n/2]+ 1 4n

Table 3. Asymptotic cost of different schemes for the
detection of carry.
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Fig. 5. HSPICE Simulation results of the chip, top input,
and  bottom  Cout[P] (proposed, legend*) and
Cout[1](legend +).
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Table 4. Number of stages(St.) and gates(Gt.) required by
different schemes for the detection of carry.
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n= n=16 n=32 n=64
Cou_ 28 483 642 679
ETZ 27 344 408 418

Table 5. HSPICE simulation results for n=4, 16, 32, and
64 bit.

6. Conclusions

A fast and area efficient technique for the detection of
A=B, A>B, and A<B has been developed, and
implemented in VLSI. We have shown that this technique,
out performs all the existing techniques in terms of area and
speed. Moreover, this design calculates the ET condition
without extra hardware. The high modularity of this
technique makes it ideally suited for VLSI implementation.
In this design the use of Xor and tri-state buffers, as done
by [1,2,3] has been avoided.
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